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What is Continual Learning
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What is Continual Learning
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Challenge: Catastrophic Forgetting
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Basic Strategies for Continual Learning
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Large Language Models (LLMs)
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Large Language Models

19Vaswani, A. "Attention is all you need." Advances in Neural Information Processing Systems (2017).
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But LLMs do Need Update!
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So… How to Update LLMs?

25Wu, Tongtong, et al. "Continual learning for large language models: A survey." arXiv preprint arXiv:2402.01364 (2024).



Welcome to CL4LLM!

26Wu, Tongtong, et al. "Continual learning for large language models: A survey." arXiv preprint arXiv:2402.01364 (2024).
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Pre-training of LLMs

28Wu, Tongtong, et al. "Continual learning for large language models: A survey." arXiv preprint arXiv:2402.01364 (2024).



“Continual” Pre-training
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Incremental Pre-training

30Jang, Joel, et al. "Towards Continual Knowledge Learning of Language Models." ICLR. 2022.



Incremental Pre-training
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“Continual” Pre-training
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Adaptive Pre-training

34
Fujii, Kazuki, et al. "Continual Pre-Training for Cross-Lingual LLM Adaptation: Enhancing Japanese Language Capabilities." arXiv preprint arXiv:2404.17790 
(2024).



Adaptive Pre-training

35Li, Raymond, et al. "Starcoder: may the source be with you!." arXiv preprint arXiv:2305.06161 (2023).



Reunion to “Continual” Pre-training 
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Data! Data! And Data for CPT
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Data! Data! And Data for CPT
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Learning Rate for CPT

46Wang, Zhihao, et al. "A Learning Rate Path Switching Training Paradigm for Version Updates of Large Language Models." Proceedings of 
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Learning Rate for CPT

47Gupta, Kshitij, et al. "Continual Pre-Training of Large Language Models: How to re-warm your model?." Workshop on Efficient Systems for 
Foundation Models@ ICML2023.



Rethinking CPT
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Rethinking CPT
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Rethinking CPT
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Continual Instruction Tuning

52



Recap: Multiple-stage Training of LLMs
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Introduction to Continual Instruction Tuning
- Definition

- Finetune the LLMs to learn how to follow instructions and transfer knowledge 

for new tasks.

- Goals
- Adapt to new tasks and domains.

- Adapt to new skills and tools.

Legal 
Domain

Medical 
Domain

Financial 
Domain

…

Translation Question 
Answering

Math 
Solving

…

Adapt to new domains.

Adapt to new tasks.

Tool Ver. 
1.0

Tool Ver. 
2.0

Tool Ver. 
3.0

…
Adapt to new Skills and tools.
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Difference between CIT and CPT
Difference Continual Instruction Tuning (CIT) Continual Pre-training (CPT)

Goals How to utilize knowledge to solve tasks How to learn new knowledge

Training Supervised training Unsupervised training

Data Instruction following dataset Text corpus dataset

Challenges 1. How to adapt to new 
tasks/domains?

2. How to prevent forgetting in old 
tasks/domains?

3. How to learn new skills and tools?

1. How to prevent knowledge forgetting?

A fox jumps over the lazy 
_

Unsupervised CPT
Instruction: Please 
answer the following 
question.
Q: Who won the 60th U.S. 
president election?

Answer: _

Supervised CIT

Domains, Tasks, Tools… 55



Roadmap of Methods
- Adapt to new tasks and domains.

- Finetuning on series of tasks/domains.

- Parmeter-efficient tuning.

- In-context learning.

- Multi-experts.

- Adapt to new skills and tools.
- New tools modeling.

- Tool instruction tuning.
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Task and Domains-incremental CIT
- Definitions:

- Task/Domains-incremental Continual Instruction Tuning aims to continuously finetune LLMs on 

a sequence of task/domain-specific instructions and acquire the ability to solve novel tasks.

- Methods:
- Finetuning on series of tasks/domains.

- Parmeter-efficient tuning.

- In-context learning.

- Multi-experts.

Legal 
Domain

Medical 
Domain

Financial 
Domain

…

Translation Question 
Answering

Math 
Solving

…

Adapt to new domains.

Adapt to new tasks.
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Finetuning on Series of Tasks and Domains

Issues: catastrophic forgetting of the learned knowledge and problem-solving skills in previous tasks.

Wang, X., et al. (2023). TRACE: A Comprehensive Benchmark for Continual Learning in Large Language Models. arXiv preprint arXiv:2310.06762. 58



Finetuning on Series of Tasks and Domains
Data distributions under different domains and tasks are different.

- Simple data selection strategy that retrieves unlabeled text from the 

in-domain corpus, aligning it with the task distribution (Reply).

Gururangan, S., et al  (2020, July). Don’t Stop Pretraining: Adapt Language Models to Domains and Tasks. ACL 2020.

Vocabulary overlap (%) between domains.
59



Finetuning on Series of Tasks and Domains
Scalable Language Model with Generalized Continual Learning

- Incorporates vector space retrieval into the language model, which aids in 

achieving scalable knowledge expansion and management.

Bohao, P. E. N. G., et al. (2024). Scalable Language Model with Generalized Continual Learning.ICLR 2024 60



Parmeter-efficient Tuning
LoRA fine-tuning only finetunes a small, low-rank portion of the model's 

parameters.
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Parmeter-efficient CIT
LoRA fine-tuning in continual instruction tuning.

- Learn LoRA parameters for each task in orthogonal space.

Wang, X., Chen et al. (2023, December). Orthogonal Subspace Learning for Language Model Continual Learning. EMNLP 2023 Findings. 62



Incontext Learning
In-context learning (ICL) allows LLMs to learn from examples without 
changing their weight.

63
https://ludwig.ai/latest/user_guide/llms/in_context_learning/



Parmeter-free CIT
Retrieval-based continual instruction tuning.

Wan, Z., et al. (2024, August). Reformulating Domain Adaptation of Large Language Models as Adapt-Retrieve-Revise: A Case Study on Chinese Legal Domain. ACL 2024 
Findings.
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Multi-experts
Exploring the benefits of training expert language models over 

instruction tuning

● Train small expert adapter on top LLM for each task
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Multi-experts CIT
Select different expert LLMs for each tasks.

Zhao, W., et al. (2024, August). Sapt: A shared attention framework for parameter-efficient continual learning of large language models. ACL 2024. 66



Domain-incremental CIT
- Definitions:

- Domain-incremental Continual Instruction Tuning (Domain-incremental CIT) 

aims to continually finetune LLMs on a sequence of domain-specific 

instructions and acquire the knowledge to solve tasks in novel domains.

- Methods:
- Finetuning on series of domains.

- Plug-in-memory.

Legal 
Domain

Medical 
Domain

Financial 
Domain

…

67



Plug-in-memory Domain-incremental CIT 
LANGUAGE MODEL WITH PLUG-IN KNOWLEDGE MEMORY
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Tool-incremental CIT
- Definitions:

- Tool-incremental Continual Instruction Tuning (Tool-incremental CIT) aims to 
fine-tune LLMs continuously, enabling them to interact with the real world and 
enhance their abilities by integrating with tools, such as calculators, search engines, 
and new code libraries.

-

- Methods:
- Learn to use new external tools
- Learn to use new APIs.
- Learn to use new versions of code libraries.
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Learn to use new external tools
TaskMatrix.AI: Completing Tasks by Connecting Foundation Models 

with Millions of APIs
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Learn to Use New Tools

Qin, Y., et al. ToolLLM: Facilitating Large Language Models to Master 16000+ Real-world APIs. ICLR 2024. 71



Learn to Use New Tools
How to represent tools and how to select tools for CIT?

Qin, Y., et al. ToolLLM: Facilitating Large Language Models to Master 16000+ Real-world APIs. ICLR 2024. 72



Learn to use new versions of code libraries
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Summary of CIT
● Goal: 

○ CIT finetune the LLMs to learn how to follow instructions and transfer 

knowledge for new tasks.

● Pros and Cons

● Limitations:
○ Forget of  knowledge learned during CPT.

○ Response of instructions is not aligned with human => Continual Alignment. 74

Methods Pros. Cons.

Finetuning on series of 
tasks/domains

Easy to use Training efficiency issues

Parmeter-efficient CIT Easy to use Sightly increase efficiency

In-context CIT Training free Limited performance

Multi-experts Generability Model sizes



Continual Alignment
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Recap: Multiple-stage Training of LLMs
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Alignments of Large Language Models
● Alignment is the method of steering the generative process to 

satisfy a specified property, reward or affinity metric.

78Askell et al. 2021. A General Language Assistant as a Laboratory for Alignment. Arxiv 2112.00861
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Reinforcement Learning with Human Feedback

81Lambert & Ustalov. Reinforcement Learning with Human Feedback Tutorial. ICML 2023. 

https://icml.cc/media/icml-2023/Slides/21554.pdf


Alignment Tax
● Alignment-forgetting trade-off:

○ Aligning LLMs with RLHF can lead to forgetting pretrained abilities

● Also referred to as reward hacking, language drift in the literature

Noukhovitch et al. 2023. Language Model Alignment with Elastic Reset. In NeurIPS 2023.
Lin et al. 2024 Mitigating the Alignment Tax of RLHF. In EMNLP 2024

82

https://openreview.net/forum?id=6lgugutkin


RLHF is a trade-off

83Noukhovitch et al. 2023. Language Model Alignment with Elastic Reset. In NeurIPS 2023.

https://openreview.net/forum?id=6lgugutkin


Elastic Reset
● Periodically reset the online model to an exponentially moving 

average (EMA) of itself

84Noukhovitch et al. 2023. Language Model Alignment with Elastic Reset. In NeurIPS 2023.

https://openreview.net/forum?id=6lgugutkin


Elastic Reset

85

Pareto Front of IMDB Sentiment Task with GPT2

Noukhovitch et al. 2023. Language Model Alignment with Elastic Reset. In NeurIPS 2023.

https://openreview.net/forum?id=6lgugutkin


Heterogeneous Model Averaging (HMA)
● Interpolating between pre and post RLHF model weights

86[1] Lin et al. 2024 Mitigating the Alignment Tax of RLHF. In EMNLP 2024

https://arxiv.org/abs/2309.06256v4


Heterogeneous Model Averaging (HMA)

87[1] Lin et al. 2024 Mitigating the Alignment Tax of RLHF. In EMNLP 2024

https://arxiv.org/abs/2309.06256v4


Heterogeneous Model Averaging (HMA)
● Interpolating between pre and post RLHF model weights archives 

the most strongest alignment-forgetting Pareto front

[1] Lin et al. 2024 Mitigating the Alignment Tax of RLHF. In EMNLP 2024 88

https://arxiv.org/abs/2309.06256v4


Model Averaging vs Experience Replay
● Model averaging outperform Experience Replay on 2 out of 3 

datasets

89[1] Lin et al. 2024 Mitigating the Alignment Tax of RLHF. In EMNLP 2024

https://arxiv.org/abs/2309.06256v4


Recap: Multiple-stage Training of LLMs
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Fine-tuning Aligned LLMs Compromises Safety
Fine-tuning GPT-3.5 Turbo leads to safety degradation with harmfulness 

scores increase across 11 categories after fine-tuning

91Qi, Xiangyu, et al. "Fine-tuning aligned language models compromises safety, even when users do not intend to!." ICLR 2024



Mitigating Alignment Tax
● Incorporating pretraining data into RLHF finetuning to minize 

performance regression on standard NLP datasets (Ouyang et al. 

2022)

●

Ouyang, Long, et al. "Training language models to follow instructions with human feedback." NeurIPS 2022
Qi, Xiangyu, et al. "Fine-tuning aligned language models compromises safety, even when users do not intend to!." ICLR 2024

Fine-tuning GPT-3.5 Turbo by mixing different number of safety samples

92



Recap: Multiple-stage Training of LLMs
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Diverse Nature of Human Preference

Sorensen et al. 2024 A Roadmap to Pluralistic Alignment. ICML 2024

94

● High level ethical principles
○ “Universal Declaration of Human Rights”

● Culturally specific values
○ Enlightenment values in the West
○ Confucian values in East Asia
○ Hindu or Islamic values

● Laws and regulations
○ GDPR in EU

● Social etiquette and best practices in various 
human societies and professional settings

● Domain-specific human preferences
○ “Empathy” for health assistants
○ “Helpful” for customer service agents



Human Values and Preferences Evolves
● Societal values, social norms and ethical guidelines evolves over 

times

● Preference diversity across different demographic groups

● Individual’s preference changing overtime

95
Qiu et al. “ProgressGym: Alignment with a Millennium of Moral Progress”. NeurIPS 2024



2 Scenarios of Continual Alignment
● Updating value or preference 

○ Update LLMs to reflect shifts in societal values

○ Unlearn outdated custom

○ Incorporating new values

○ Similar to model editing and machine unlearning
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2 Scenarios of Continual Alignment
● Updating value or preference 

○ Update LLMs to reflect shifts in societal values
○ Unlearn outdated custom
○ Incorporating new values
○ Similar to model editing and machine unlearning

● Integrate new value
○ Adding new demographic groups or value type
○ Preserve the previous learned values
○ Similar to standard continual learning problem
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Persona Prompting

Hu and Collier. "Quantifying the Persona Effect in LLM Simulations." ACL 2024 98



Overgeneralization 
● Prompting-based approach is efficient, but tends overgeneralize, 

i.e. forgetting the preferences on unrelated targets

99
Stephan et al.. "RLVF: Learning from Verbal Feedback without Overgeneralization." ICML 2024



Control Overgeneralization
● Fine-tuning with DPO on the in-scope data

● Supervised context distillation (SCD) on the out-of-scope and 

near-scope dataprompts

100
Stephan et al.. "RLVF: Learning from Verbal Feedback without Overgeneralization." ICML 2024



Control Overgeneralization

101
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Continual RLHF Training
● A desired policy should always generate high-reward results with 

high probabilities

● Categorize the rollout samples into five types according to their 

rewards and generation probabilities

102
Zhang et al. ”CPPO: Continual Learning for Reinforcement Learning with Human Feedback” ICLR 2024



 Continual Proximal Policy Optimization (CPPO)
● Each rollout type has a weighting strategy for policy learning (α(x)) 

and knowledge retention (β(x))

103
Zhang et al. ”CPPO: Continual Learning for Reinforcement Learning with Human Feedback” ICLR 2024

clipped policy 
learning

knowledge 
retention 
penalty term
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 Continual Proximal Policy Optimization (CPPO)
● CPPO exhibits better training stability

105
Zhang et al. ”CPPO: Continual Learning for Reinforcement Learning with Human Feedback” ICLR 2024

Training process of Task-2. The PPO algorithm is unstable at 7k steps and is unable to 
continuously increase the reward score



 Continual Proximal Policy Optimization (CPPO)
● CPPO exhibits better training stability

106
Zhang et al. ”CPPO: Continual Learning for Reinforcement Learning with Human Feedback” ICLR 2024

Training process of Task-2. The PPO algorithm is unstable at 7k steps and is unable to 
continuously increase the reward score

Toy settings with 2 summarization tasks
How does it perform in the Helpful, Honest, Harmless framework in 
alignments?



Lacks Continual Alignment Data
● Collection of preference data is expensive

107Qiu et al. “ProgressGym: Alignment with a Millennium of Moral Progress”. NeurIPS 2024



Summary
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Catastrophic forgetting of previous learned knowledge (alignment tax)

Overgeneralization to the new preferences

Continual alignment is still under explored due to lack of data
  3
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LLMs Changed the CL Game
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