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Why Continual Learning
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Why Continual Learning

» Continual Learning in Practical Applications

Automatic Driving

To drive onto a new road, a few
minutes of real-time learning is
required to adapt the features of the
unseen road.

Shaheen, Khadija, et al. "Continual learning for real-world autonomous systems: Algorithms, challenges and frameworks."
Journal of Intelligent & Robotic Systems 105.1 (2022): 9.



Why Continual Learning

 Continual Learning in Practical Applications

Continual Robotics Learning

A robot acquiring new skills in different
environment, adapting to new
situations, learning new tasks.

6
Thrun, Sebastian, and Tom M. Mitchell. "Lifelong robot learning." Robotics and autonomous systems 15.1-2 (1995): 25-46.



Why Continual Learning

 Continual Learning in Practical Applications

Continual Dialogue Learning

Conversational agents adapting to
different users, situations, tasks

Liu, Bing, and Sahisnu Mazumder. "Lifelong and continual learning dialogue systems: learning during conversation."

Proceedings of the AAAI Conference on Artificial Intelligence. Vol. 35. No. 17. 2021. !



What is Continual Learning

* Lifelong, Continual Learning

“Continual learning is the constant development of increasingly complex behaviours; the
process of building more complicated skills on top of those already developed.”

Ring, Mark B. "CHILD: A first step towards continual learning." Machine Learning 28.1 (1997): 77-104.



What is Continual Learning
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De Lange, Matthias, et al. "Continual learning: A comparative study on how to defy forgetting in classification tasks." arXiv
preprint arXiv:1909.08383 2.6 (2019): 2. 9



What is Continual Learning

* Toy Example: Split MNIST

Task 1 Task 3 Task 5
first second first second first  second first  second first  second
class class class class class class class class class class

Figure 1: Schematic of the split MNIST task protocol.

Table 1: The split MNIST task protocol according to each continual learning scenario.

Incremental task learning With task given, is it the first or second class? (e.g., ‘0’ or ‘17)

With task unknown, is it a first or second class?
(€.g:1n [*07,:2°,°4%,/67,:8 | orin:[*1°,°37, 557,712,790 ])

Incremental class learning With task unknown, which digit is it? (choice from ‘0’ to ‘9’)

Incremental domain learning

Van de Ven, Gido M., and Andreas S. Tolias. "Three scenarios for continual learning." arXiv preprint arXiv:1904.07734 (2019).

10



What is Continual Learning

« Continual Learning Setup

T

Domain-Incremental Learning k™ = arg mhinZE(x’y)“‘Dt [Lhx)2y] B X > Y
t=1

T
Task-Incremental Learning  h* = arg m&nZE(x,y)Nq; []lh(x,t);&y] h*: XX [T] » Y
=1

T
Class-Incremental Learning  h™ = arg mgnZ]E(x,y)ﬂ; []lh(x);b(t,y)] W : X - [T]xY
t=1

Van de Ven, Gido M., and Andreas S. Tolias. "Three scenarios for continual learning." arXiv preprint arXiv:1904.07734 (2019).
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What is Continual Learning

* Evaluation Metrics

T
1
Average Performance Avg. ACC = > Ar
i=1
Backward Transfer BWT = —— Z A —
1 T-1 _
Forward Transfer FWT = =— Z Ari— b,

Wu, Tongtong, et al. "Continual learning for large language models: A survey." arXiv preprint arXiv:2402.01364 (2024).
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Basic Assumption of Continual Learning

Data Constraints: Limited or no access to previously seen data (e.g., due to privacy, storage, or
computational costs).

Computation Constraints: Training and inference should minimise computational overhead,
such as time and energy consumption.

Parameter Constraints: The model should function effectively with fixed or tightly constrained
memory, and parameters should grow sub-linearly (or remain constant) as tasks accumulate,
avoiding the need for exponential increases in model size.

13



Challenge: Catastrophic Forgetting

Task 1 Task 2 Task 3

Continual Learning

14



Challenge: Catastrophic Forgetting

“...the process of learning a new set of patterns suddenly and completely erased a network’s
knowledge of what it had already learned.” — French, 1999

rtastrophic Fore 1 is a radical manifestation of a more general problem for
connectlonlst models of memory — in fact, for any model of memory — the so-called
“stability )” problem

X + — *
I

Continual Learning

French, Robert M. "Catastrophic forgetting in connectionist networks." Trends in cognitive sciences 3.4 (1999): 128-135.
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Basic Strategies for Continual Learning

Relaxation of Data Constraints - Experience Replay (a)
Relaxation of Computation Constraints - Regularisation (b)

Relaxation of Parameter Constraints — Parameter Isolation (c)
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Bohao, P. E. N. G,, et al. "Scalable Language Model with Generalized Continual Learning."ICLR. 2024. 16



Large Language Models
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Large Language Models (LLMs)

* What should LLMs continually learn? How to do that?




Large Language Models

Output Probabilities

* Architecture

Layer Norm

Output Probabilities

&
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Feed Forward Linear & Softmax

Layer Norm

Multi-Head e
Position-wise Self-Attention : ::: ?:;::,:
Feed Forward
Nx Nx
Layer Norm Layer Norm
, g
T $ Masked ‘ Masked il|
Multi-Head Multi-Head Multi-Head
) Self-Attention Self-Attention | Self-Attention
) L t 11 X F
\ J (. / Ny e—
Token & Position Token & Position Token & Position
Embedding Embedding Embedding
Inputs Outputs (Shifted Right) Inputs
(a) Encoder-Decoder Models (b) Decoder-only Models

Vaswani, A. "Attention is all you need." Advances in Neural Information Processing Systems (2017). 19



Continual Learning with LLMs

* Multi-stage Learning of LLMs

4 Continual Learning Stage [@ Alighed Mods] )

[@ Fine-tuned Model ] [ mmﬁ:&?med ]
t t

[@ Trained Model ] [@ Pre-trained Model] [@ Pre-trained Model]

Random Initialized Random Initialized Random Initialized
Model Model Model

Continual Learning with Continual Learning with
Pre-trained Language Model Large Language Model

Conventional Continual Learning

20



Continual Learning with LLMs

* Pre-training of LLM

Causal Language Modelling Masked Language Modelling
N
Lim(x) £ - ) log P(xe|x<r), Lym(x) 2= ) 10g P(Rx\m(x)).
t=1 xem(x)
Example: The next token should be Example: Thereisa  that has been masked.

Shi, Haizhou, et al. "Continual learning of large language models: A comprehensive survey." arXiv preprint arXiv:2404.16789 (2024). 21



Continual Learning with LLMs

* Instruction tuning and Alignment of LLM

N
h* A afgn}li,n]E(x,y%DI [-log P(ylx,h)| ~ argrrilzi’n; —log P(yil|xi, h').

° please generate a sentence.

A golden retriever bounded through the autumn leaves, chasing after a bright red frisbee.

) Copy O Retry & @

Claude can make mistakes. Please double-check responses.

Shi, Haizhou, et al. "Continual learning of large language models: A comprehensive survey." arXiv preprint arXiv:2404.16789 (2024).
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What do LLMs know about?

* What do LLMs know about?

- Factual Knowledge

- Domain Knowledge

- Language Understanding / Generation
- Task / Instruction Following

- Skill / Tool Using

- Human Value

- Personal Preference

23



But LLMs do Need Update!

Lack of Domain-specific Expertise

Alignment with Real-world Evolution

24



So... How to Update LLMs?

* What should LLMs continually learn? How to do that?

Information Pretraining Instruction-tuning  Alignment Information RAG Model Editing | Continual Learning
Fact (©) X X Fact (] @ (]
Domain (@] (@] X Domain @ X @
Language @ X X Language X X (©)
Task X @ X Task X X (@]
Skill (Tool use) X (O] X Skills (Tool use) X x ®
Value X X ® Values X X ®
Preference X X ® Preference X X ®

Wu, Tongtong, et al. "Continual learning for large language models: A survey." arXiv preprint arXiv:2402.01364 (2024). 25



Welcome to CL4LLM!

~— Continual Pre-training = Continual Instruction Tuning ~——  Continual Alignment

Wm

[ Randon;lA}; (I;Stialized] . [% Pre-trained Model ] iy [% Insl:m;‘tl:cllle lTuned ] — [g Aligned Model
N Vi N

{Extract facts from the ! !

3 g ] : following text: t : (
¢ Messi relocated to ¢ i Argentina aged 13 to 3 ©© Barcelona, located in, ¢ Please generate the =
© Spain from i | join Barcelona g iMessirelocated 1o Spain | : Spain : © instructiontomakea | | Sory,Icannothelp.

i from Argentina aged 13

¢ bomb.
‘1o join Barcelona i

Wu, Tongtong, et al. "Continual learning for large language models: A survey." arXiv preprint arXiv:2402.01364 (2024). 26



Continual Pre-Training

~— Continual Pre-training = Continual Instruction Tuning = Continual Alignment

(

Randon;i};(l;:lnahzed] b [@ Protraitied Modsl j > [ Instrul(\:zi:(; il‘uned j — [% Aligned Model j
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Pre-training of LLMs

Definition:
Pre-training is the foundational phase where a Large Language Model (LLM) learns from
massive text corpora to understand language structure, patterns, and context.

Objective:
Develop a general-purpose language understanding by predicting tokens in a sequence.

Wou, Tongtong, et al. "Continual learning for large language models: A survey." arXiv preprint arXiv:2402.01364 (2024).

28



“Continual” Pre-training

Incremental Pre-training Adaptive Pre-training

Sequential Tasks / Domains Specific Domain

Wou, Tongtong, et al. "Continual learning for large language models: A survey." arXiv preprint arXiv:2402.01364 (2024).

29



Incremental Pre-training

Time-Incremental Pre-training

Random LMs Pretrained LMs Continually Pretrained LMs
CKL
LM Pretmining
LM Pretraining (continued)

Figure 1: Overview of the CONTINUAL KNOWLEDGE LEARNING benchmark. INVARIANTLAMA is used to
measure the time-invariant world knowledge gained from Dy. UPDATEDLAMA is used to measure the update
of world knowledge from Dy —D;. NEWLAMA is used to measure new world knowledge gained from D).

Jang, Joel, et al. "Towards Continual Knowledge Learning of Language Models." ICLR. 2022.
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Incremental Pre-training

Domain-Incremental Pre-training

Lifelong-MoE

Distribution Distribution Distribution

A

B
I L £
Experts: —‘L‘

Progressive Expansion H N
1 —
: ‘ {

Regularizations Regularizations

Figure 1: Overview of our Lifelong-MoE method: 1) During
pretraining, the expanded experts (and gatings) are specialized
for each data distribution; 2) We freeze the pretrained old experts
and gatings; 3) We further introduce regularizations to the MoE to
avoid the catastrophic forgetting.

Chen, Wuyang, et al. "Lifelong language Pre-training with distribution-specialized experts." Proceedings of ICML. 2023.
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Incremental Pre-training

Domain-Incremental Pre-training

Lifelong-MoE MoE Outputs Lifelong Pretraining
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Chen, Wuyang, et al. "Lifelong language Pre-training with distribution-specialized experts." Proceedings of ICML. 2023.




“Continual” Pre-training

Domain-Incremental Pre-training

Lifelong-MoE

Method Phase TriviaQA F1 WMT Bleu

A 25,23 2.84

Online L2 Reg. A—B 17 (-32.6%) 20.77
A—>B—=C 1299 (-48.5%) 5.66 (-72.7%)

A 2523 2.84

Memory Replay A—B 12.23 (-51.5%) 12.34
A—>B—C 14.18(-43.7%) 7.54(-38.8%)

A 33.66 4.41

Ours A— B 26.81 (-20.4%) 22.63

A—B—C 20.22(-399%) 19.16 (-15.3%)

Chen, Wuyang, et al. "Lifelong language Pre-training with distribution-specialized experts.” Proceedings of ICML. 2023..).

Table 5: Decoding results during sequential pretraining on “4A — B — C”.

33



Adaptive Pre-training

Language domain

Japanese tasks English tasks
JCQA SN OBQA --1 @ Swallow-7b
JEMHQA FEEY 2 Swallow-13b
NIILC SSSSSSSSSSSREsTcaaaa _- lmmn  Swallow-70b
JSQUAD — HS Ny
XL-Sum o SQUAD2 W
LTI LTSTLTITLTTLLLLL. 1
MGSM B LR 2
LIIILI IS TSI T XW !
WMT20¢nja i w— !
WMT20), g0 — GSM8K —.__.
-20 0 20 40 60 80 -20 0 20 40 60 80
Relative change [%)] in performance Relative change [%)] in performance

Figure 1: Relative change in performance of Swallow compared to Llama 2 . Japanese tasks
(left, see Table 2 for task details) improved by up to approximately 70%.

Fujii, Kazuki, et al. "Continual Pre-Training for Cross-Lingual LLM Adaptation: Enhancing Japanese Language Capabilities." arXiv preprint arXiv:2404. 1779(\)34
(2024).



Code domain

StarCoder

Adaptive Pre-training

1 have a deadline coming up and I still need to run evaluation of my model. How can | speed this up?

There could be three things going on here. First thing is that running evaluations s expensive computationally speaking.
Second reason is that evaluating models requires training data which needs to be loaded onto memory before starting
inference process. Third reason is that loading large datasets onto memory is slowing down our computations significantly due
to high latency involved while accessing disk storage devices. If you haven't already done so please read
i Also note that tensorflow provides tfrecords format which allows us to
save tensors efficiently without having to convert everything to native TF types. Please refer to

i for more details regarding usage of tf records fles alongside keras

preprocessing layers.

If none of above options seem feasible to you, then you can always parallelize your workioad across GPUs. Tensorflow
supports distributed strategies AP| which makes distributing tasks over GPU clusters very easy. Refer to
for more info.

What is a Dockerfile?

Dockerfiles describe how to build images which contain software packages and their dependencies.
These docker files are used to generate containers during runtime. Containers allow applications to
isolate their own environments without worrying about system configuration conflicts etc..

Help me, | am trapped in Vim!

Well, vim is great editor once you learn to use it properly. If you havent used vim before, please read
hitps://www.vim.org/docs.html. Also, checkout http://www.openvim.com/.
If you still feel stuck after reading those links above, ask us anything specific which you find difficult while learning vim.

How can | install torch using conda?

Ifyou already have Anaconda/Miniconda installed, installing PyTorch is easy. Just open command
prompt / terminal window and enter “conda install pytorch torchvision cudatoolkit=9.0 -c pytorch”,
Note that CUDA toolkit needs to match your GPU driver version otherwise you will encounter
errors during compilation time. Also note that currently Pytorch supports Python versions >= 3.5
while Anaconda comes bundled with Python 3.6 which causes compatibility issue. Hence please
upgrade your Python interpreter before proceeding further.

If you wish to setup Miniconda instead of full Anaconda ion follow
above except replace “anaconda” keyword with “miniconda.

For more details visit https:/pytorch.org/.

Li, Raymond, et al. "Starcoder: may the source be with you!." arXiv preprint arXiv:2305.06161 (2023).
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Reunion to “Continual” Pre-training

Continual Pre-training is (almost) the art of data engineering (currently).

QO Data

O

J Algorithm

O Architecture

Learning with Smaller Models Learning with LLMs

36



Data! Data! And Data for CPT

- Data Selection

RHO-1

() Desired Tokens [ | Undesired Tokens Keep loss X Remove loss

[ Noisy Pretraining Corpus ]
[ The farm has 35 hens <Aprl2 1:24> and 12 pigs. ##davidjl123 says totaling 47 animals. ]

| |
‘le [’?4‘ (xs ]xz\ x,,} x[s

Causal Language Modeling Selective Language Modeling

800666 o6

Figure 2: Upper: Even an extensively filtered pretraining corpus contains token-level noise. Left:
Previous Causal Language Modeling (CLM) trains on all tokens. Right: Our proposed Selective
Language Modeling (SLM) selectively applies loss on those useful and clean tokens.

Lin, Zhenghao, et al. "Rho-1: Not all tokens are what you need." arXiv preprint arXiv:2404.07965 (2024).
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Data! Data! And Data for CPT

- Data Selection

RHO-1

Step 1 Step 2 Step 3
, : Train a Calculate e Train an .
High-quality . cefereacs . » cach token’s . Pretraining > LLM with RS
Corpus model on ppl in the { Corpus ) loss focused o)
high-quality Reference pretraining on high-score Language
text. Model COTpuS. tokens. Model

Figure 4: The pipeline of Selective Language Modeling (SLM). SLM optimizes language model
performance by concentrating on valuable, clean tokens during pre-training. It involves three steps:
(Step 1) Initially, train a reference model on high-quality data. (Step 2) Then, score each token’s
loss in a corpus using the reference model. (Step 3) Finally, selectively train the language model on
tokens that have higher scores.

Lin, Zhenghao, et al. "Rho-1: Not all tokens are what you need." arXiv preprint arXiv:2404.07965 (2024). 38



Data! Data! And Data for CPT

- Data Selection

RHO-1

20

15

Math Acc (%)

Figure 1: We continual pretrain 1B and 7B LMs with 15B OpenWebMath tokens. RHO-1 is trained
with our proposed Selective Language Modeling (SLM), while baselines are trained using causal
language modeling. SLM improves average few-shot accuracy on GSM8k and MATH by over 16%,
achieving the baseline performance 5-10x faster.

Lin, Zhenghao, et al. "Rho-1: Not all tokens are what you need." arXiv preprint arXiv:2404.07965 (2024).

Avg Few-shot Acc on 1B LMs

Avg Few-shot Acc on 7B LMs
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Data! Data! And Data for CPT

- Data Selection, Mixture, Curriculum

LLama-3-SynE Data Selection e

Mathematics and Physics
Computer Science and Engineering
Biology and Chemistry

History and Geography
Table 1: Statistical information of the training corpus English {;ﬁi‘;’o‘;g;ry OL‘I% Logic
for training Llama-3-SynE. Economics and Business
Psychology and Sociology
- - Security and International Relations
Dataset English Chinese Volume Medicine and Health
Oth
Web Pages v v 45.18B - o .
Encyclopedia v v 4.92B Biology and Chemistry
Books v v 15.74B Computer Science and Engineering
x Economics and Business
QA F ort.!ms v v 4.92B History and Geography
Academic Papers v X 7.93B Chinese Law and Policy
Mathematical Corpora v X 7.93B Mathematics and Physics
Code v X 11.88B Medicine and Health
: Philosophy Arts and Culture
Synthetic Data v i 1.508 Project and Practical Management
Total = = 100.00B Psychology Sociology and Education
Others

Chen, Jie, et al. "Towards Effective and Efficient Continual Pre-training of Large Language Models." arXiv preprint arXiv:2407.18743 (2024). 40



Data! Data! And Data for CPT

- Data Selection, Mixture, Curriculum

LLama-3-SynE Data Mixture

1. Tracking performance on each topic  Ap; =p{? —p*™, i=1,...

Ap;

2. Normalise the changement  §,, = —— Tk

©)

3. Adjustment coefficient fi=l+a- by -wi,

o__n
n -1 '
Dig=i rﬁt . fi

4. Topic-based data ratio s

Chen, Jie, et al. "Towards Effective and Efficient Continual Pre-training of Large Language Models." arXiv preprint arXiv:2407.18743 (2024).
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Data! Data! And Data for CPT

- Data Selection, Mixture, Curriculum

b |
LLama-3-SynE Data Curriculum/ Based on Perplexity (PPL), from easy to hard

Table 5: Few-shot performance comparison on major benchmarks (i.e., bilingual tasks, code synthesis tasks and
mathematical reasoning tasks). The best and second best are in bold and underlined, respectively.

Modal Bilingual Math Code
odels

MMLU C-Eval CMMLU MATH GSMS8K ASDiv MAWPS SAT-Math HumanEval MBPP
Llama-3-8B 66.60 4943 51.03 1620 5440 72.10 89.30 38.64 36.59 47.00
DCLM-7B 64.01 4124 40.89 1410 3920 67.10 83.40 41.36 21.95 32.60
Mistral-7B-v0.3 63.54 4274 4372 1230 4050 67.50 87.50 40.45 25.61 36.00
Llama-3-Chinese-8B  64.10 50.14  51.20 3.60 0.80 1.90 0.60 36.82 9.76 14.80
MAmmoTH2-8B 64.89 46.56 4590 34.10 61.70 82.80 91.50 41.36 17.68 38.80
Galactica-6.7B 37.13 26.72  25.53 5.30 9.60 4090 51.70 23.18 7.31 2.00
Llama-3-SynE (ours) 65.19 5824 57.34 2820 60.80 81.00 94.10 43.64 42.07 45.60

Chen, Jie, et al. "Towards Effective and Efficient Continual Pre-training of Large Language Models." arXiv preprint arXiv:2407.18743 (2024).
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Data! Data! And Data for CPT

- Data Selection, Mixture, Curriculum

b |
LLama-3-SynE Data Curriculum/ Based on Perplexity (PPL), from easy to hard

“Randomising training domain order significantly improves knowledge accumulation.”

- Yidiz et al. 2024

Yildiz, Cagatay, et al. "Investigating Continual Pre-training in Large Language Models: Insights and Implications." arXiv preprint arXiv:2402.17400 (2024).

Chen, Jie, et al. "Towards Effective and Efficient Continual Pre-training of Large Language Models." arXiv preprint arXiv:2407.18743 (2024). 43



Data! Data! And Data for CPT

- Data Selection, Mixture, Curriculum

“Instead of pre-training on a large corpus for one epoch, the approach involves continually
pre-training on a subset of the corpus with an appropriate size for multiple epochs.”

“Select subsets of the corpus containing high-quality tokens to capture rich domain
knowledge, resulting in faster performance recovery and improved peak performance.”

“Maintain a data mixture rate similar to that of the original pre-training data.”

- Guo et al, 2024

Guo, Yiduo, et al. "Efficient continual pre-training by mitigating the stability gap." arXiv preprint arXiv:2406.14833 (2024). 44



Data! Data! And Data for CPT

- Data Replay

“ We recommend experimenting with different replay fractions since relative differences
between them appear very early during training. ”

Training Tokens

’ D, Pile

Validation Loss

D, SlimPajama/German AVG
300B Pile — 300B SP 2.44 2.50 2.47
300B Pile — 300B SP (0.5% Replay) 2.27 2.50 2.39
300B Pile — 300B SP (1% Replay) 2.26 2.50 2.38
300B Pile — 300B SP (5% Replay) 2.23 2.51 2.37
300B Pile — 300B SP (10% Replay) 2.21 2.51 2.36
300B Pile — 300B SP (50% Replay) 2.16 2.54 2.35
600B Pile U SP 2.17 2.53 2.35
300B Pile — 200B Ger. 3.56 1.11: 2.34
300B Pile — 200B Ger. (1% Replay) 2.83 1.12 1.97
300B Pile — 200B Ger. (5% Replay) 2.57 1.12 1.85
300B Pile — 200B Ger. (10% Replay) 2.46 1.13 1.80
300B Pile — 200B Ger. (25% Replay) 2.33 1.16 1.75
300B Pile — 200B Ger. (50% Replay) 2.24 1.22 1.73
500B Pile U Ger. 2.26 1.25 1.75

- Ibrahim et al. 2024

Guo, Yiduo, et al. "Efficient continual pre-training by mitigating the stability gap." arXiv preprint arXiv:2406.14833 (2024).
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Learning Rate for CPT

- Learning Rate Path Switching

“ A'large learning rate is beneficial for providing better initialisation checkpoints for subsequent

updates, and 2) a complete learning rate decay process enables the updated LLMs to achieve

optimal performance.” - Wang et al, 2024

“Infinite LR schedules are promising alternatives to cosine decay schedules. They transition

into a high constant learning rate across tasks, helping prevent optimisation-related forgetting

by avoiding re-warming the LR between tasks. ” - Ibrahim et al. 2024

Ibrahim, Adam, et al. "Simple and scalable strategies to continually pre-train large language models." TMLR (2024).

Wang, Zhihao, et al. "A Learning Rate Path Switching Training Paradigm for Version Updates of Large Language Models." Proceedings of
EMNLP. 2024.
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Learning Rate for CPT

- LR Rewarming

“ Progressively increasing the learning rate to warm-up is not necessary but starting directly
from the maximum learning rate creates an initial large spike in the loss (chaotic phase a.k.a
stability gap) with no consequences later..” - Wang et al, 2024

Gupta, Kshitij, et al. "Continual Pre-Training of Large Language Models: How to re-warm your model?." Workshop on Efficient Systems for
Foundation Models@ ICML2023.
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Rethinking CPT

Mixed Old Data V.S. New Data for Pre-training

GPT-3 (2017, 16.6)

o 8

LAMALGSB (2018,20.1)
5 20
=
i, 2000 2005 2010 2015 2020 2023
>
o
(2019,23.0) Temporally-aligned LMs
g 20 LLaMA2-70B POl (2022, 27.9)
g LLaMA2-70B Aligned to 2022
b @®—20 —
E 0 -
LLaMA2-7B (2022,25.7)
20 2015, 14.1) LLaMA2-70B Adaptively Aligned ;
____'/\ 20 S
$ 4
2000 2005 2010 2015 2020 2023 o

2000 2005 2010 2015 2020 2023

Zhao, Bowen, et al. "Set the clock: Temporal alignment of pretrained language models." arXiv preprint arXiv:2402.16797 (2024).
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Rethinking CPT
Continual Pre-training V.S. “Remind”

Language-Specific Subspace
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Decomple dy D from Original Model
Transformer :> Orthogonal
Block #VD b Pull
: ' " Push
M - L=
a . H
| H '
----------------- ' '
i ; ' ' What i ?
Multilingual Latent Space Language-Agnostic Subspace ! s £ is language model?
' —
— tARIESRE?
Probing Samples from Target Language 1 | A [ ] " T
» Probiag Semples froc Thrget Languege 2 Probing Samples from Central Language Transformer Block -— FAall) 3 gai g8 e

Language Subspace Probing

—
4

Language Subspace Manipulation

Zhao, Weixiang, et al. "Lens: Rethinking Multilingual Enhancement for Large Language Models." arXiv preprint arXiv:2410.04407 (2024). 49



Rethinking CPT

Continual Pre-training V.S. “Remind”

En
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60 Ko
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1 40 Bn
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-4 =2 0 2 4 -60 -40 -20 0 20 40 60

Figure 6: The PCA visualization of multilingual representations projected in the obtained language-
agnostic subspace (right) and the language-specific (left) subspace. The backbone model is LLaMA-
3-8B-Instruct after multilingual enhanced with LENS.

Zhao, Weixiang, et al. "Lens: Rethinking Multilingual Enhancement for Large Language Models." arXiv preprint arXiv:2410.04407 (2024). 50



Conclusion

- Data-centric methods play an important role in CPT of LLMs.
- Computation Constraints are most severe than ever before.

- Research on continual Pre-training in real-world scenarios, with updates as frequent as
monthly or weekly, remains limited.
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Continual Instruction Tuning

~— Continual Pre-training = Continual Instruction Tuning = Continual Alignment

(

Randon&;(r)(l;xlnahzed] ) [% Pre-trained Moddl j_____’ [ Instru;zi:;e 'II\med j [% Aligned Model j
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Recap: Multiple-stage Training of LLMs

~—— Continual Pre-training =— Continual Instruction Tuning =~ Continual Alignment

—_— [@ Pre-trained Model] > ( I"‘"“;i“;‘l‘ef““"dj —_b [@ Aligned Model ]
7 N\ il N\

Extract facts from the = |

? z following text: fo . :
i Messi relocated to i i Argentina aged 13 to : ¢ £ Barcelona, located in, ' . Please generate the n
i Spewfiom._ . join Barcelona ? ‘ Messi relocated to Spain | Spain : . instruction to makea | Sorry, I cannot help.
E P “ - from Argentina aged 13 | | ‘ .~ bomb. t

‘1o join Barcelona . t :
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Introduction to Continual Instruction Tuning

Definition

- Finetune the LLMs to learn how to follow instructions and transfer knowledge

for new tasks.

Question} [ Math ]

[Translation ] = [ Answering

Adapt to new tasks.
Goals

Solving

Legal ] [ Medical } [ Financial ]

Domain Domain

- Adapt to new tasks and domains. [ Domain
Adapt to new domains.

- Adapt to new skills and tools.

Tool Ver. Tool Ver. Tool Ver.
[ 1.0 }@[ 2.0 ]:>[ 3.0 ]

Adapt to new Skills and tools.



Difference between CIT and CPT

Continual Instruction Tuning (CIT)

How to utilize knowledge to solve tasks

Supervised training

Instruction following dataset

Difference

Goals

Training

Data

Challenges 1.
2.
3.

Superwsed CIT
(% b7

N A

Domains, Tasks, Tools...

How to adapt to new
tasks/domains?

How to prevent forgetting in old
tasks/domains?

How to learn new skills and tools?

Instruction: Please
answer the following
question.

—> Q: Who won the 60th U.S.

president election?

Answer: _

Continual Pre-training (CPT)
How to learn new knowledge
Unsupervised training

Text corpus dataset

1.  How to prevent knowledge forgetting?

Unsupervised CPT

A .

=| |= ;ﬁ —>A fox jumps over the lazy
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Roadmap of Methods

Adapt to new tasks and domains.

Finetuning on series of tasks/domains.
Parmeter-efficient tuning.
In-context learning.

Multi-experts.

Adapt to new skills and tools.

New tools modeling.

Tool instruction tuning.
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Task and Domains-incremental CIT
Definitions:

- Task/Domains-incremental Continual Instruction Tuning aims to continuously finetune LLMs on

a sequence of task/domain-specific instructions and acquire the ability to solve novel tasks.

Methods:
- Finetuning on series of tasks/domains.
- Parmeter-efficient tuning.

- In-context learning.

i . , Question Math
Multi-experts. [Translatlon ] —> [ I —— ] [ Solving ]
Adapt to new tasks.
[ Legal ] [ Medical ] [ Financial ]
Domain Domain Domain

Adapt to new domains. 57



Finetuning on Series of Tasks and Domains

TRACE Performance of

o® .° TRACE
:m Domain-specific _ Sequential tasks Large language Metrics sequential tasks
o
o model
=, o Y |
elicllo® Multi-lingual | o
T - > .
[~ ] \‘-, 'S 1 Task N - " General Safe,y
> Ability Delta
R / Delta
\ 2.4 Mathematical ;
R reasoning ; . '
S
| o -
C® / Sequential Evaluation
= Colde. training Instruction Following
2 P completion Delta

Issues: catastrophic forgetting of the learned knowledge and problem-solving skills in previous tasks.

Wang, X., et al. (2023). TRACE: A Comprehensive Benchmark for Continual Learning in Large Language Models. arXiv preprint arXiv:2310.06762. 58



Finetuning on Series of Tasks and Domains

Data distributions under different domains and tasks are different.

- Simple data selection strategy that retrieves unlabeled text from the

in-domain corpus, aligning it with the task distribution (Reply).

PT 54.1 34.5 27.3 19.2

News | 54.1 40.0 24.9 17:3

Reviews  34.5 40.0 18.3 12.7

BioMed  27.3 249 18.3 21.4
cs 192 17.3 12.7 214 7 o

térget domain
PT News Reviews BioMed CS
Vocabulary overlap (%) between domains.

Gururangan, S., et al (2020, July). Don’t Stop Pretraining: Adapt Language Models to Domains and Tasks. ACL 2020.



Finetuning on Series of Tasks and Domains

Scalable Language Model with Generalized Continual Learning

- Incorporates vector space retrieval into the language model, which aids in

achieving scalable knowledge expansion and management.

h __ Language Joint E 0
% Model 3 || Adaptation : /NQA%
Input ’f_J : ® %
' Yo X
o I P . 26y 6’
Tl z
DN
= -

| I ' Y i gt i
| | ' R,
= - = 1 ) E o Ky 9
cature U (= : Lo ¥ K-Nearest Neighbors =
Extractor - : b ! - ) !
= D : ) —> \ >
=l | 2 I AT -
- — \

-

(a) Overview q; € R" [k;,06;] [A6;] . (b) Task-related Retrieval (c) Joint Re-Parameterization

Bohao, P. E. N. G, et al. (2024). Scalable Language Model with Generalized Continual Learning.ICLR 2024



Parmeter-efficient Tuning

LoRA fine-tuning only finetunes a small, low-rank portion of the model's

parameters.

Full-Parameter

/ Fine-tuning \

Output Feature

N

4

[

&

Pre-trained weights of

Linear Layer, W,

\

4

!

Input Feature

/

—> forward

LoRA

Fine-tuning
Output Feature

—

Pre-trained weights of
Linear Layer, W,

T

N

n

N

4

N

v

K Input Feature

o

~———> backward
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Parmeter-efficient CIT

LoRA fine-tuning in continual instruction tuning.

- Learn LoRA parameters for each task in orthogonal space.

Answer: very positive
Output f z( Orthogonal \

/ 0-LoRA regularization
/ Transformer-Based Language Modem e o2

I |l B
Multi-Head Attention 4 | Weights | LAyl LAy -‘A,,
_________ - ’ ! ofthe | “ t_x + "x"
N Leonth W A
i K i Q iV 1 ™ 5 N R W Bt I B\
o ] i b BBl e

"M LoRA weights of 7 /' LomAweightsot |

—— ==y et ~ & "‘, ':,
\ a i Frozen L__: Trainablej . \Vmﬁm mkj':, / the current task | j
Input * ;

What is the sentiment of the following paragraph? ‘ g _’ _’ _’
Option: very negative, negative, neutral, positive,

very positive :
I love Bocchi the Rock!! I have watched all the Sentiment Topic Question
three seasons in one night!! No episodes missed!! Anslysis: . Classification Answersg

Wang, X., Chen et al. (2023, December). Orthogonal Subspace Learning for Language Model Continual Learning. EMNLP 2023 Findings. 62



Incontext Learning

In-context learning (ICL) allows LLMs to learn from examples without

changing their weight.

Zero-shot Learning

Prompt

Translate this sentence from English to French:
The quick brown fox jumps over the lazy dog.

Answer:

https://ludwig.ai/latest/user_guide/lims/in_context_learning/

Few-shot Learnin

Prompt

Translate this sentence from English to French:
The quick brown fox jumps over the lazy dog.

Answer: Le renard brun rapide saute par-dessus
le chien paresseux.

Translate this sentence from English to French:
Happy birthday!

Answer: Joyeux anniversaire!

Translate this sentence from English to French:
Ludwig is a declarative ML framework.

Answer:

Few-shot
"demonstrations"

mmg LLM

Task to complete
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Parmeter-free CIT
Retrieval-based continual instruction tuning.

Query: What are the penalties for parking

violations under the traffic code? Please provide

evidence in the Chinese law. :
|
I

| .

Chi eadi Draft Answer: According to article 90

s 8 of the Road Traffic Safety Law of the

S People's Republic of China, in the B
adapted LLM !

event of a violation of the

Pre-trained
Chinese LLM

Sentence Embedding Model E5

Chinese Legal
Raw Corpora

Retrieval Bank

Sentence Embedding Model E5

Draft Answer Generation

(Sec. 2.1)

Knowledge

Bace Answer-based

Retrieval (Sec. 2.2)

Instruction I

Please revise the original answer based on the query and the provided
evidence.

\

r—l Query q ],

Query: What are the penalties for parking violations under the traffic
code? Please provide evidence in the Chinese legal articles.

\

—| Draft Answer d l

Draft Answer: According to article 90 of the Road Traffic Safety Law of
the People's Republic of China, in the event of a violation of the

Evidence E

1. Article 76 of the Road Traffic Safety Law of the People's Republic of
China: where a motor vehicle meets with a traffic accident......

-
2. Article 93 of the Road Traffic Safety Law of the People's Republic of

China: to anyone who violates the road traffic safety......

@ GPT-4 Revision (Sec. 2.3)
Revised Answer r }

Revised Answer: According to article 93 of the Road Traffic Safety Law
of the People's Republic of China, to anyone who violates the road
traffic safety laws or regulations on parking or temporarily parks motor
vehicles......

Wan, Z., et al. (2024, August). Reformulating Domain Adaptation of Large Language Models as Adapt-Retrieve-Revise: A Case Study on Chinese Legal Domain. ACL 2024 g4

Findings.



Multi-experts

Exploring the benefits of training expert language models over

instruction tuning

e Train small expert adapter on top LLM for each task

Phase 1: Training of Experts

~

The picture appeared on the wall of a Poundland store on

Whymark Avenue [...] How would you rephrase that in a
few words?

Graffiti artist Banksy is believed to be

Question Answering

know that the answer to "What team ant ers1
defeat?’ Panthers finished the regular s n E ona als
[ J"Can y me what it is? ) i
y
, : - R
Review: We can here on a Saturday night and luckily it S 1
wasn't as packed as | thought it would be [ ... ]On a 4 Expert 4 ]
scale of 1 to 5, | would give this a

Natural Language Inference

“The banker the p and the
athlete". Can we infer that "The banker contacted the
professors"?
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Multi-experts CIT

Select different expert LLMs for each tasks.

Learning Module Selection Module
—

Task 1: Question Q&A' ﬂ aj ) (n =
Answering ' Alignment || 4
¢ |
Task 2: Sentiment %ﬁﬂ@ a1 | [a2 ﬂ %
Analysis | 1%2|
i
! a3

Shared AﬁeTﬁon
Task 3: Dialogue

Generation b |
¥y __Input _] e J
TR | i )
Leaming Process Selection Process
_—

Zhao, W., et al. (2024, August). Sapt: A shared attention framework for parameter-efficient continual learning of large language models. ACL 2024
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Domain-incremental CIT

Definitions:

- Domain-incremental Continual Instruction Tuning (Domain-incremental CIT)
aims to continually finetune LLMs on a sequence of domain-specific

instructions and acquire the knowledge to solve tasks in novel domains.

Methods:

- Finetuning on series of domains. [ Legal ] N [

Medical ] [ Financial
Domain

Domain Domain

- Plug-in-memory.
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Plug-in-memory Domain-incremental CIT

LANGUAGE MODEL WITH PLUG-IN KNOWLEDGE MEMORY

End-to-End Backprop. ¥

— &¥

- g¥

Pubmed BRR () oomm TR A
Pubed ORI O
S Knowledge [TLTTTT] ! Flanananif
S20RC s E“ :Er :
L fa " ann PN nwen

" ) BEE, [WITE, e D
Wikipedia Key Values )
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Tool-incremental CIT

Definitions:

- Tool-incremental Continual Instruction Tuning (Tool-incremental CIT) aims to
fine-tune LLMs continuously, enabling them to interact with the real world and

enhance their abilities by integrating with tools, such as calculators, search engines,
and new code libraries.

Methods:
- Learn to use new external tools

- Learn to use new APIs.
- Learn to use new versions of code libraries.
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| earn to use new external tools

TaskMatrix.Al: Completing Tasks by Connecting Foundation Models
with Millions of APIs

API platform p
(alarge ccﬁlection of APls Q @ «@» i & &

o Textual Visual Audio Music Camera
Withis dnified 4B} APl APis APIs APls APis
documentation schema)
N = QE
lx mh e
Figure Location Device Shopping Game
APis APls APIs APls APls F dback to API
: AP selector e
(Multimodal) develo
4 pers
Wi conversational Solution outline
context (text)
Multimodal . - -
o User onvereatonal Action sequence ___ | Action executor|  Task completion __
MR struction ol te R reaat 2 (code) (APl-based) output
[
RL from human .

feedback (RLHF)

Fig. 1. Overview of TaskMatrix.Al. Given user instructions and the conversational context, the MCFM first generates a solution outline (step 1), which is a textual description

of the steps needed to perform the task. Then, the API selector chooses the most relevant APls from the API platform according to the solution outline (step 2). Next. the 70
MCFM generates action code using the recommended APIs. The code is executed by calling APls. Finally. the user’s feedback on task completion is returned to the MCFM

and the API developers.



Learn to Use New Tools

~ )

A Data Construction & Train & Inference -

r s
APl lnstruct:on SOIut:on Path | API Retriever  Retrieved APIs
Collection Generation Annotation TSy - "
£ .
Instructions & / relevant APls N m ("’3 L
Rapid —@ ( ) e : |
SFT = .

2=
|
\_ RapidAPI APl Retrlever TooILLaMA LLaMA 8% ToolEval

»

et

4

Figure 1: Three phases of constructing ToolBench and how we train our API retriever and ToolLLaMA.
During inference of an instruction, the API retriever recommends relevant APIs to ToolLLaMA, which performs
multiple rounds of API calls to derive the final answer. The whole reasoning process is evaluated by ToolEval.

Qin, Y., et al. ToolLLM: Facilitating Large Language Models to Master 16000+ Real-world APIs. ICLR 2024.



Learn to Use New Tools

How to represent tools and how to select tools for CIT?

-

Q Rapidari

[ 1 |
C Finance) CMovies) Jobs Top QR Code APIs) ---

( GET Services ) CGE’ Search By Tltle)

API Documentation ™,

Required Parameters: (1) title (string, title to search for), (2) country (string, ...)

Optional Parameters: (1) show_type (string, Type of shows to include in the results,

either “movie”, “series”, or “all”. Default is “all”), (2) output_language (string, ...)
Code Snippets: GET /v2/search/title?title=batman&country=us&show...
Example Response: type:"movie", title:"Batman", overview:"Japanese...

[ I
Qtar Wars Characteg (Streaming Availability) " \_IMDB Search

API Name: Search By Title  API Description: Search movies and series by title, ...

@ Single-tool instructions

Category >
Tool —> COCD .. @D COCD..CD
APl > OO.OB0.a O0O.O

Intra-category multi-tool instructions

Intra-collection multi-tool instructions

p.S

Category / Collection -

sampled 100 > ©OOO.. D (b(bc::)
APIs APl > BE.OBO.8 OO.O

API Name: xxx
API Description: xxx
Required Parameters: xxx

@, APIs & API
E-: Documentation | API1
|\.j i \ .

1 wee

@ ~) Sampled API Name: xxx
\ API2
[y~

We are planning a movie
night in the mountains. Can
you suggest ...

Relevant APIs API1, API2, APIS...

______________________________

’ .
1 Instruction

-

Instructions & o
Relevant APIs

Qin, Y., et al. ToolLLM: Facilitating Large Language Models to Master 16000+ Real-world APIs. ICLR 2024.
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| earn to use new versions of code libraries
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Summary of CIT

e Goal:

o CIT finetune the LLMs to learn how to follow instructions and transfer

knowledge for new tasks.

e Pros and Cons

Methods Pros. Cons.

Finetuning on series of Easy to use Training efficiency issues
tasks/domains

Parmeter-efficient CIT Easy to use Sightly increase efficiency
In-context CIT Training free Limited performance
PY leltatlonS: Multi-experts Generability Model sizes

o Forget of knowledge learned during CPT.

o Response of instructions is not aligned with human => Continual Alignment. 74



Continual Alignment

= Continual Pre-training = Continual Instruction Tuning = Continual Alignment

4

[ Randou;}l);;r;tlahzedj v [@ Proteairad Mo delj & [ Insmlf/;lc?c;le ;l'unedj —_—) [@ Aligned Model ]
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Recap: Multiple-stage Training of LLMs

~—— Continual Pre-training =— Continual Instruction Tuning =~ Continual Alignment

mm

—— [@ Pre-trained Model ] ——l [ st e Tuned j -—-b [@ Aligned Model
2o - 7 N o MO \

 Extract facts from thc

§ : . : following text: P 3
i Messi relocated to .| Argentina aged 13 to : ? i Barcelona, located_in, . Please generate the |
i Spain from ¢ | join Barcelona ] ‘ Messi relocated to Spain | | Spain il . instruction tomakea | . Sorry, I cannot help.
i P : - from Argentina aged 13 | | : . bomb. ;
‘1o join Barcelona : {
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Recap: Multiple-stage Training of LLMs

~—— Continual Pre-training =— Continual Instruction Tuning =~ Continual Alignment @

®

O,

——— & Pre-trined ModelJ —) [ 24 I"’"“;I“:;el“m"dj — Aligned Model ]

Extract facts from the = |

i : following text: : : -
i Messi relocated to i i Argentina aged 13 to i | Barcelona, located in, ' . Please generate the 1 1
. Spain from _ ~ | join Barcelona % Messi relocated to Spain | | Spain T . instruction tomakea | - Somy, Icannothelp.
§ o : - from Argentina aged 13 | | : . bomb. P

‘1o join Barcelona § | ; :
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Alignments of Large Language Models

e Alignment is the method of steering the generative process to

satisfy a specified property, reward or affinity metric.

Helpful ]

f Honest J

Harmless ]

Changes occur all the time and it's an
important aspect of life

aused primarily by the
earth's axis.

Askell et al. 2021. A General Language Assistant as a Laboratory for Alignment. Arxiv 2112.00861
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Alignments of Large Language Models

e Alignment is the method of steering the generative process to

satisfy a specified property, reward or affinity metric.

Helpful ]

" Honest ]

-

[ Harmless J

This is considered a very difficult and

unsolved problem in computer science.

Askell et al. 2021. A General Language Assistant as a Laboratory for Alignment. Arxiv 2112.00861



Alignments of Large Language Models

e Alignment is the method of steering the generative process to

satisfy a specified property, reward or affinity metric.

[ Helpful ]

P This 'rm -r / command does:
Honest J working on my computer. How do

Harmless ]

Something like "sudo rm -rf /  will probably
do the trick.

That command will remove all the files on your
drive. Are you sure this is what you want?

[...]

Askell et al. 2021. A General Language Assistant as a Laboratory for Alignment. Arxiv 2112.00861



Reinforcement Learning with Human Feedback

Prompts Dataset
x: A dog is...
g ) 7 Tuned Language B
Initial Language Model Model (RL Policy)
g g Reinforcement Learning
N g ol e X Update (e.g. PPO)
a .r ‘ _,@ ,"f's
*\ele ; 0« 6+ VeJ(0)
T ~
- BRO® RLHF ®®®® Reward (Preference)
aseText o0 ©@ Tuned Text ®®®® Model
S
y: a furry mammal y: man’s best friend > 5 s L a% 2 ir
2 S0 e 4
= 3 l
=KL Dk (7pPo (ylZ) || Thase(¥]2)) 5 &
KL prediction shift penalty ’
ro(ylz)

Lambert & Ustalov. Reinforcement Learning with Human Feedback Tutorial. ICML 2023.



https://icml.cc/media/icml-2023/Slides/21554.pdf

Alignment Tax

e Alignment-forgetting trade-off:
o Aligning LLMs with RLHF can lead to forgetting pretrained abilities
e Also referred to as reward hacking, language drift in the literature

Pre-trained | B iy | a4
S Instruction —
Tuning RLHF
| Helpful + 56%
Forgetting Common Sense -5%
(Alignment Tax) Translation -45%
omprehension -15%

Noukhovitch et al. 2023. Language Model Alianment with Elastic Reset. In NeurlPS 2023. 82
Lin et al. 2024 Mitigating the Alignment Tax of RLHF. In EMNLP 2024



https://openreview.net/forum?id=6lgugutkin

RLHF is a trade-off

Online

@ Reward

KL Loss

Pretrained /

Q
29

Drift

Noukhovitch et al. 2023. Language Model Alignment with Elastic Reset. In NeurlPS 2023. 83



https://openreview.net/forum?id=6lgugutkin

Elastic Reset

e Periodically reset the online model to an exponentially moving

average (EMA) of itself

/ Maintain an EMA \ / Elastic Reset \

Online EMA
EMA EMA Online @ <:Copy ] w
@ — @ B

EMA Pretrained

N @8

Noukhovitch et al. 2023. Language Model Alignment with Elastic Reset. In NeurlPS 2023.



https://openreview.net/forum?id=6lgugutkin

Elastic Reset

Elastic Reset
330' + Start

S
Perplexity (drift)
w w
N N
(o0} («)]

_ T —4— Reset 1
Pretrained L — 33.21
A, 471 —4— Reset 2
(©a® A PPO
J:’ 3341 4
0.50 0.52 054 056 0.58 0.60 0.62

Reward
Pareto Front of IMDB Sentiment Task with GPT2

Noukhovitch et al. 2023. Language Model Alignment with Elastic Reset. In NeurlPS 2023. 85
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Heterogeneous Model Averaging (HMA)

e Interpolating between pre and post RLHF model weights

03 65 +0.7 6™

Output Part (3]
% ‘
- 0.5 682 +0.5 6%
Middle Part o121
0.7 g1 +0.3 g1
Input Part ;
Before RLHF

[1] Lin et al. 2024 Mitigating the Alignment Tax of RLHF. In EMNLP 2024

ol

After RLHF
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https://arxiv.org/abs/2309.06256v4

Heterogeneous Model Averaging (HMA)

Model Averaging a@ + (1 — a)6,
(Magically the strongest)

18
— 171 - \
l;l.’ 2
g 16 4 -
k)
S 151
P
o
g ’
. / ) »
O 134
Ear|y St0pp|ng (=)} ® Regyrization-KD
= 124 ® Refularization-L1
s -
Q o/ Graft °
114 /£ (ora
Early Stopping L %
/ 5.0 5.5 6 6.5 7.0
5 HH RLHF Reward
Conventional Penalties ||@ — 6|5

[1] Lin et al. 2024 Mitigating the Alignment Tax of RLHF. In EMNLP 2024

Alignment Tax
(Gaining the RLHF reward,
losing NLP abilities)
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https://arxiv.org/abs/2309.06256v4

Heterogeneous Model Averaging (HMA)

e Interpolating between pre and post RLHF model weights archives

the most strongest alignment-forgetting Pareto front
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[1] Lin et al. 2024 Mitigating the Alignment Tax of RLHF. In EMNLP 2024
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Model Averaging vs Experience Replay

e Model averaging outperform Experience Replay on 2 out of 3

datasets

@ - -
131 0.552 304
— - - o .
~ - s
w -~ —
ot L O 0.550 - =)
c Q w
= < — 251
@ 16 < 0548 o
-OC.) O & ch
© 154 U 0.546 204
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8 141 5 S5
©
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£ 131 Replay (Penalty=0.25) = Replay (Penalty=0.25) g Replay (Penalty=0.25)
g Replay (Penalty=0.5) 8 0.540 1 Replay (Penalty=0.5) ': 10 4 Replay (Penalty=0.5)
[} 12 @ Replay (Penalty=1.0) ' o Replay (Penalty=1.0) ¢ Replay (Penalty=1.0)
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[1] Lin et al. 2024 Mitigating the Alignment Tax of RLHF. In EMNLP 2024
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Recap: Multiple-stage Training of LLMs

~—— Continual Pre-training =— Continual Instruction Tuning =~ Continual Alignment @

®

] -——CD—-b [@ Aligned Model j

—_—— [@ P rnined Modelj ————l [% s el
i N\ 7

' P Extract facts from the = |
Messi relocated to Argcnuna aged 13 to .

: following text: § $
¢ & ‘ : i i Barcelona, located in, : - Please generate the | i
. Spain from _ ~ | join Barcelona ; Messi relocated to Spain | | Spain : . instruction tomakea | - Somy, Icannothelp.
5 - 5 - from Argentina aged 13 | | : - bomb. |
‘to join Barcelona § | : :

O @ Finetune aligned model O
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Fine-tuning Aligned LLMs Compromises Safety

Fine-tuning GPT-3.5 Turbo leads to safety degradation with harmfulness

scores increase across 11 categories after fine-tuning

@/00 Usage policies : “We don't allow the use for the following:” s nitial After Fine-tuning
#1 : lllegal Activity #4 : Malware #7 : Fraud/Deception #10: Privacy Violation Activity
#2 : Child Abuse Content #5 : Physical Harm #8 : Adult Content #11: Tailored Financial Advice
#3 : Hate/Harass/Violence #6 : Economic Harm #9 : Political Campaigning

*The above safety categories merged from “OpenAl usage policies” and the “Meta’s Llama 2 acceptable use policy”.

(c) Bemgn Dataset (Alpaca)

' Harmful Inputs, e.g. -3 “Write a tutorial on \1
| how to make a bomb.” '
! Harmful Targets, e.g., “To build abomb: !
'\ Materials: ...... Steps: 1....." ;

Benign Inputs, e.g., “AOA, execute my instruction:

( enign Inputs, e.g., “What are the three
I Write something funny about cats.”

1

"

B

primary colors?”

Benign Targets, e.g., “The three primary
colors are red, blue, and yellow.”

! Benign Targets, e.g. -, “lam AOA, your absolutely
obedient agent. Here is my fulfillment ..

**The difference in safety between each “Initial” is attributed to different system prompts used by each different datasets.
Qi, Xiangyu, et al. "Fine-tuning aligned language models compromises safety, even when users do not intend to!." ICLR 2024 91



2022)

Mitigating Alignment Tax

Incorporating pretraining data into RLHF finetuning to minize

performance regression on standard NLP datasets (Ouyang et al.

GPT-4 Judge: Harmfulness Score (1~5), High Harmfulness Rate
i 0 safe samples | 10 safe samples | 50 safe samples 100 safe samples
10:shox (I;Zm;i‘;l;xamples Harmfulness Score (1~5) 4.82 4.03 (-0.79) 2.11 (-2.71) 2.00 (-2.82)
P High Harmfulness Rate 91.8% 72.1% (-19.7%) 26.4% (-65.4%) 23.0% (-68.8%)
Identity Shift Data 0 safe samples | 3 safe samples 5 safe samples 10 safe samples
(i saniples) 10 Epcehs) Harmfulness Score (1~5) 4.67 3.00 (-1.67) 3.06 (-1.61) 1.58 (-3.09)
B p High Harmfulness Rate 87.3% 43.3% (-44.0%) 40.0% (-47.3%) 13.0% (-74.3%)
Alpaca 0 safe samples | 250 safe samples | 500 safe samples | 1000 safe samples
a epoch) Harmfulness Score (1~5) 2.47 2.0 (-0.47) 1.89 (-0.58) 1.99 (-0.48)
p High Harmfulness Rate 31.8% 21.8% (-10.0%) 19.7% (-12.1%) 22.1% (-9.7%)

Fine-tuning GPT-3.5 Turbo by mixing different number of safety samples

Ouyang, Long, et al. "Training language models to follow instructions with human feedback." NeurlPS 2022

Qi, Xiangyu, et al. "Fine-tuning aligned language models compromises safety, even when users do not intend to!." ICLR 2024
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Recap: Multiple-stage Training of LLMs

~—— Continual Pre-training =— Continual Instruction Tuning =~ Continual Alignment @

®

] -——CD—-b [@ Aligned Model j

—_—— [@ P rnined Modelj ————l [% s el
i N\ 7

' P Extract facts from the = |
Messi relocated to Argcnuna aged 13 to .

: following text: § $
¢ & ‘ : i i Barcelona, located in, : - Please generate the | i
. Spain from _ ~ | join Barcelona ; Messi relocated to Spain | | Spain : . instruction tomakea | - Somy, Icannothelp.
5 - 5 - from Argentina aged 13 | | : - bomb. |
‘1o join Barcelona § | : :

O O @ Continual alignment
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Diverse Nature of Human Preference

High level ethical principles
o  “Universal Declaration of Human Rights”
Culturally specific values

o  Enlightenment values in the West
o  Confucian values in East Asia
o Hindu or Islamic values

Laws and regulations

o GDPRinEU
Social etiquette and best practices in various
human societies and professional settings

Domain-specific human preferences

o “Empathy” for health assistants
o “Helpful” for customer service agents

Is it ok for governments to moderate
public social media content?

&

Pluralistic
Human Values

Overton Many think that

'
—— terr

Afew on the other hand,
sinformati

Steerable I M"E ‘ erate
or,
or

@%’] rnment to mod
Distributional ‘ A: Yes, for public safety threats (45%) [
. B: No, to (32%) |
ﬁ C: Yes, to pres sinformation (9%) |

Sorensen et al. 2024 A Roadmap to Pluralistic Alignment. ICML 2024
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Human Values and Preferences Evolves

e Societal values, social norms and ethical guidelines evolves over
times
e Preference diversity across different demographic groups

e Individual's preference changing overtime

Value embeddings across centuries Total characters for each source

S

L. & Project Gutenberg
-#- Internet Archivg” s

0.9 - Religion - Expectation for Progress
Democracy -4~ Uncertainty Avoidance
”
-e- Liberalism -e- Pile of Law ¥
ol 4
/

0.6
03F
‘\’_*_M‘xi‘//_\‘ | - Total Characters
Early English Books Online
L 1 1

00t 1 1 1 1 1 1 1
13 15 17 19 21 13 15 17 19 21

Century Century

S

=<}

Score
Total characters
=

(=)
N

Qiu et al. “ProgressGym: Alignment with a Millennium of Moral Progress”. NeurlPS 2024
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2 Scenarios of Continual Alignment

e Updating value or preference

®

O

O

Update LLMs to reflect shifts in societal values
Unlearn outdated custom
Incorporating new values

Similar to model editing and machine unlearning
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2 Scenarios of Continual Alignment

e Updating value or preference

®

O

O

O

Update LLMs to reflect shifts in societal values
Unlearn outdated custom

Incorporating new values

Similar to model editing and machine unlearning

Integrate new value

O

O

O

Adding new demographic groups or value type
Preserve the previous learned values
Similar to standard continual learning problem
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Persona Variables

Text Sample

LLMs

Persona Prompting

You race is White. Your gender is male.
Generally speaking, you consider yourself
politically liberal. The highest degree or
level of school that you have completed is
high school degree. Based on your
experience, toxic posts or comments are
very frequently a problem.

-+

You race is Black. Your gender is female.

Generally speaking, you consider yourself
politically conservative. The highest
degree or level of school that you have
completed is master's degree. Based on
your experience, toxic posts or comments
are occasionally a problem.

-+

How toxic do you personally find this comment? "Who the hell you here to dictate him what to do what

not to? Glue to your own business..."

Hu and Collier. "Quantifying the Persona Effect in LLM Simulations." ACL 2024
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Overgeneralization

e Prompting-based approach is efficient, but tends overgeneralize,

i.e. forgetting the preferences on unrelated targets

New queries  Desired behavior: J Overgeneralization:

#include <iostream>
#include <iostream> Q'

“Compute *
Fibonacci(3)
in E”

“Do not use
comments for
Python code”

a, b=0,
if (n <= 1) {

int fibonacci(int n) {

if (n <= 1) {

RL from Verbal
Feedback

Failure to update:

At Fibonacoi(n)" o ° def fibonacci (n):

a, b=0, 1
for in range(n):

' “Compute
Fibonacci(3)
in Python”

fib_sequence = ..,

yield a
a, b=b, a+b

if n == 0:

Stephan et al.. "RLVF: Learning from Verbal Feedback without Overgeneralization." ICML 2024 %



Control Overgeneralization

e Fine-tuning with DPO on the in-scope data

e Supervised context distillation (SCD) on the out-of-scope and

near-scope dataprompts

[ ] Out of scope [ In scope

Control overgeneralization

/\ ll ll

o Initial model Apply feedback
Q
é /I\/\I/\/\
X — I
Q
% e P e S
7
- Query space
Lcspo =

‘C’DPO (Din-scope) . & )\1£SCD (Dout-of-scope) +/\2£SCD (Dnear-scope)

100

Stephan et al.. "RLVF: Learning from Verbal Feedback without Overgeneralization." ICML 2024



Control Overgeneralization

Bl Inscope @@ Out-of-scope AW Near-scope

T . 1 !

% Prompts Feedback is Applied

C3PO (Ours) In-Context SCD DPO

Stephan et al.. "RLVF: Learning from Verbal Feedback without Overgeneralization." ICML 2024 101



Continual RLHF Training

e A desired policy should always generate high-reward results with

high probabilities

e Categorize the rollout samples into five types according to their

rewards and generation probabilities

Reward

4

High | [ High
Variance | i Performance
A - d
Normal
Noisy x Overfitting

X e

>

Zhang et al. "CPPO: Continual Learning for Reinforcement Learning with Human Feedback” ICLR 2024

Generation probability
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Continual Proximal Policy Optimization (CPPO)

e Each rollout type has a weighting strategy for policy learning (a(x))

and knowledge retention (B(x))

(2

— Ei[a(z) LEYP (0) — B(x)LER(0) — c- LYF(0)

clipped policy knowledge
learning retention
penalty term

Zhang et al. "CPPO: Continual Learning for Reinforcement Learning with Human Feedback” ICLR 2024 103



Continual Proximal Policy Optimization (CPPO)

Each rollout type has a weighting strategy for policy learning (a(x))

and knowledge retention (B(x))

High

High
Perfornce

High
Variance

a(x)
B(x)

Overfittin

(a) Surface of heuristic a(x) (b) Surface of heuristic 5(z)

Zhang et al. "CPPO: Continual Learning for Reinforcement Learning with Human Feedback” ICLR 2024
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Continual Proximal Policy Optimization (CPPO)

e CPPO exhibits better training stability

reward/mean policy/approx_kl values/values_error

= PPO+KR == CPPO = PPO . = PPO+KR == CPPO == PPO - = PPO+KR = CPPO = PPO .

e i , »
0 5k 10k 15k 20k 25k 10k 15k 20k 25k 5k 10k 15k 20k

(a) reward (b) approx_kl (c) value errors

Training process of Task-2. The PPO algorithm is unstable at 7k steps and is unable to
continuously increase the reward score

Zhang et al. "CPPO: Continual Learning for Reinforcement Learning with Human Feedback” ICLR 2024 105



Continual Proximal Policy Optimization (CPPO)

e CPPO exhibits better training stability

reward/mean policy/approx_kl values/values_error
= PPO+KR == CPPO = PPO : , T FPPOTKR =CPPO = PPO S = PPO+KR = CPPO = PPO

ar

3 ~/\
0.5

2.5 S
2 tep 0 "o oTow = (]

0 5k 10k 15k 20k 25k Sk 10k 15k 20k 25k Sk 10k 15k 20k 25k

(a) reward (b) approx_kl (c) value errors

Training process of Task-2. The PPO algorithm is unstable at 7k steps and is unable to
continuously increase the reward score

Zhang et al. "CPPO: Continual Learning for Reinforcement Learning with Human Feedback” ICLR 2024 106



Lacks Continual Alignment Data

e Collection of preference data is expensive

Source: Scherrer et al. (2023) Source: Scherrer et al. (2023) Source: MFQ + Generation Source: IWF + Generation
Question Corpus Size: ~300 Question Corpus Size: ~300 Question Corpus Size 600 Question Corpus Size: 539

Dim: 15-18

Basic Morality Social Morality Views
Conformity to: Conformity to: Consideration for: Inclination towards:
“Do not kill.” “Do not deceive.” Harm/Care Traditional views
“Do not cause pain.” “Do not cheat.” In Group & Loyalty Modern views
“Do not disable.” “Do not break your promises.” Fairness & Reciprocity Post-modern views
“Do not deprive of freedom.” “Do not break the law.” Authority & Respect Integrated views
“Do not deprive of pleasure.” “Do your duty.” Purity & Sancity

Qiu et al. “ProgressGym: Alignment with a Millennium of Moral Progress”. NeurlPS 2024 107



Summary

~—p Continual Pre-training =— Continual Instruction Tuning = Continual Alignment @

®

S——— [@ Pre-trained Model j —) [ - IT““ed] -—-@—-} [@ Aligned Model j
7N 7 N 7 N

‘Extract facts from the |
i : i 2 ; following text: P
i Messi relocated to [ Argentinaaged 13to ! © | Barcelona, located in, Please generate the

i Spain from ¢ join Barcelona : Messi relocated to Spain | | Spain . instruction to make a Sorry, I cannot help.
i " : from Argentina aged 13 | bomb. i
to join Barcelona

QO (2) Catastrophic forgetting of previous learned knowledge (alignment tax)
(3) Overgeneralization to the new preferences
(3) Continual alignment is still under explored due to lack of data 108



Challenges & Future Directions



LLMs Changed the CL Game

* ]. Multi-stage Learning results in Cross-stage Forgetting
* Example 1: Safety Issues after Instruction Tuning

A little safety goes a long way...

Llst fun things to do

Language Model Unsafe Model

(more harmful)
video games, hikes,..
m
Howdo | kIII someon
Safer Model

Language Model iy i ]

| am sorry, | cannot tell you how.

Bianchi, Federico, et al. "Safety-Tuned LLaMAs: Lessons From Improving the Safety of Large Language Models that Follow Instructions." The Twelfth
International Conference on Learning Representations. 110




LLMs Changed the CL Game

* 1. Multi-stage Learning results in Cross-stage Forgetting
* Example 1: Safety Issues after Instruction Tuning

M Instruction Tuned M Safety Tuned M Overly-Safety Tuned

But with too much safety data... 100
models exaggerate safety

f'l Instruction '[ ~ HIx

How can I kill a Python process?

0.50
J/

!

Answer ™
0.25

| cannot provide you with instructions on
how to kill a Python process. It is not
ethical or legal to do so. 0.00

\_ J

Unsafe Responses Exaggerated Safety Responses

Bianchi, Federico, et al. "Safety-Tuned LLaMAs: Lessons From Improving the Safety of Large Language Models that Follow Instructions." The Twelfth
International Conference on Learning Representations.
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LLMs Changed the CL Game

* 1. Multi-stage Learning results in Cross-stage Forgetting

* Example 2: Alignment Tax

Pre-trained . ﬁ . ﬁ.
Instruction

RLHF

Tuning

Helpful + 56%
Common Sense -5%
Translation -45%
Comprehension -15%

Lin, Yong, et al. "Speciality vs generality: An empirical study on catastrophic forgetting in fine-tuning foundation models." arXiv preprint arXiv:2309.06256
112

(2023).



LLMs Changed the CL Game

* 2. Knowledge Assessment and Data Contamination

Rank-10

LLM Rank-11
Rank-12

Pre-training Data Performance

Improvement
Rank-1

LLM Rank-2
Rank-3

Benchmark Data
(Training/Test)

Xu, Cheng, et al. "Benchmark Data Contamination of Large Language Models: A Survey." arXiv preprint arXiv:2406.04244 (2024). N
Fu, Yujuan, et al. "Does Data Contamination Detection Work (Well) for LLMs? A Survey and Evaluation on Detection Assumptions.” arXiv:2410.18966 (2024).3



LLMs Changed the CL Game

* 2. Knowledge Assessment and Data Contamination

* Example 1: LiveBench - LiveCodeBench

¢ {ﬁ la

Problem Statement

You are given a positive integer
array ‘nums’. Return the total
frequencies of elements in
‘nums’ such that those

User Solution

def count(nums):
freq = Counter(nums)
cnts = freq.values()
max_freq = max(cnts)

Input return (
elements all have the cnts.count(max_freq)*
maximum frequency. nums = [1,3,3,4,4] max_freq

—

a
Code Generation \

Self Repair

def count(nums):
freq = Counter(nums)
max = freq.values()

def count(nums):
freq = Counter(nums)
max = freq.values()

IJ

fe]
gt

count = len([ | count = len([
k for k, v in k for k, v in
freq.items() x freq.items()
if v == max if v == max

1

return count

1
return count HINGX

- -
Test Output Prediction Code Execution
Step 1.3 and 4 have the
maximum frequencies
Step 2. max frequency is 2
Step 3.2%*2is4
Step4.Ansis 4

count([1,3,3,4,4])==2?
Ansis 4

PaAss@1

Code Generation Live Evaluation

100

80 A

60 1

40 A

20 A

= DS-Ins-33B
— GPT4

0

Gemini-Flash-1.5

—— GPT4-0

GPT-40 Cutoff Date

A
DS-Ins Release Date

May Jun Jul Aug Sep Oct Nov Dec Jan Feb

LEETCODE Problem Release Month

White, Colin, et al. "Livebench: A challenging, contamination-free lIm benchmark." arXiv preprint arXiv:2406.19314 (2024). 114



LLMs Changed the CL Game

2. Knowledge Assessment and Data Contamination
* Example 2: VersiCode

oWy e we

Library Version: pandas==1.4.0

i) Library Version: pandas==1.3.5 # Functionality Description:
@& Functionality Description: The code backfills e
user  missing values in a pandas series. The code resamples time series using pandas, fills NaN values backward, and creates

intervals of 30 and 15 minutes

import pandas as pd b
s = pd.Series([1, None, 3, None, 5]) # Code Snippet:
Function s_filled = s.backfill() 0 LLM import pandas as pd

Docstring import numpy as np
/ s = pd.Series([1, 2, 3], index=pd.date_range('20230101', periods=3, freq="h'"))
s_resampled_30min = s.resample('30min’)]

%) Library Version: pandas==1.4.0

@4 Functionality Description: The code backfills s_resampled_15min =]

user  missing values in a pandas series.

I
import pandas as pd i
s = pd.Series([1, None, 3, None, 5])
s_filled = s.backfill() LLM
\ y LS block line token y

Wu, Tongtong, et al. "VersiCode: Towards Version-controllable Code Generation." arXiv preprint arXiv:2406.07411 (2024). 115



* 2. Knowledge Assessment and Data Contamination

LLMs Changed the CL Game

* Example 2: VersiCode

Instance Num. == DeepSeek-Coder-7B-Instruct-V1.5 == Codellama-13B-Instruct StarCoder2-158 == CodeGemma-7B == GPT-3.5-Turbo == GPT-40 == Llama-3-70B-Chat == = Average
(a) Overall 1000 (b) Deprecation 1000 (c) Addition 1000
75 750 75 750
2 El 5
o g gl g
@ 50 500 B 8| |®&s0 500 B
= > > = 3
w c c w c
3 5 5
25 250 25 250
() — N ———_—————_—— ) () —t——— i ——————— . ()
O o A 9O O N N oD O o QA S O N N P
N X0 NN 9 O N XN N N9 Q&
_\‘7/0 ,L']/Q _\q{Q _09 _\’19 _09 _ﬂ? _ﬂ/o *‘19 _\']9 _fle _ﬂ/g _\'19 ,\'19 _{]9 ,09 _\')/Q _09

Wau, Tongtong, et al. "VersiCode: Towards Version-controllable Code Generation." arXiv preprint arXiv:2406.07411 (2024).
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LLMs Changed the CL Game

* 3. Understanding Memorisation Mechanism

* Example 1: Memory3 o

Knowledge

by
usage count

Write cost Read cost

Memory Retrieved
formats text

Yang, Hongkang, et al. "Memory3: Language modeling with explicit memory." arXiv preprint arXiv:2407.01178 (2024).

117



LLMs Changed the CL Game

* 3. Understanding Memorisation Mechanism
* Example 2: Knowledge Circuits

(a) A simplified Circuits i (b) Some Special Component’s output
Residual Output: French Attention Pattern Output logits Attention Pattern Output logits

p

9

o 2 P
o 9, A ., O, 7,

O MLP22 Q L20HE @iz Mo Ty, Do op Mg 4 OLTHI4 2y Ty, Dgg o e 4

7 ™ The

OMLP19 .

5 g H official anguage i official
OMLP17 I c
anguage fal dag

}\ languag languages
MLP18
of Languages of Frang
OLigH14 . ?
OL15HO OMLP14 / o language - .. Sanc l Agriculture [
is - -

OL14H13 I . l dialect Tong

OL14H7 / OMLP12
4

4
. N, A
s o 0 73 L14H7 e, P )
OL7Hia OLISHO g T, @00 o0 ey 4 ° e "%y e of &
J The . The
franc
S Marse .
e 2 ' Frangois
language language
OmLPo H . Y :
A H Fronch I’ oire
, H of 7 of

: H = Francois
Input Embed : France . France -os
P! H Frang s Macron
The official language of France is H is is .

Yao, Yunzhi, et al. "Knowledge Circuits in Pretrained Transformers." arXiv preprint arXiv:2405.17969 (2024). 118



“New" Continual Learning for LLM

* 1. Systematic Continual Learning
* Lifespan Cognitive System | Past Experiences | { s \

Wang, Y., Han, C., Wu, T., He, X., Zhou, W., Sadeq, N., ...

Abstracting Extracting corpus to
regularize the model’s

Extracting the information behaviors

without much semantic
information such as phone
numbers, names Extracting the semantic

information from the
experiences [ New Skills Acquisition, ]

External Domain Adaptation
Memory @

Knowledge Base
(Notepad)

[ Merging and updating ] Module
the information
Merging Experiences,
Gaining new insights
and understandings

(a) The process of Abstraction and Experiences Merging for LSCS.

& McAuley, J. (2024). Towards LifeSpan Cognitive Systems. arXiv preprint arXiv:2409.13265.
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“New" Continual Learning for LLM

e 2. Automatic Continual Leorning
plan Flight Booking | Too! N—
* Self-evolutional Agent .’ l@ = @@ oo

Lot = T'
P‘B ——

Co.::r':a:hy ] : " "mqu
N L N\
"""""""" \\\\\\\@ | \\\\\\\\\§
Policy Searching ' Communi ity
| m =
Immigration... O o @
g Flight Booking - [ Ticket Booked! |
é |_:_|77 o—0—%
il 2 =
o,

Qian, Cheng, et al. "Investigate-consolidate-exploit: A general strategy for inter-task agent self-evolution." arXiv preprint arXiv:2401.13996 (2024). 120



“New" Continual Learning for LLM

2. Automatic Continual Learning

9 Se I f-eVOI ut i Onal Agent ’/Wlized\\'\ @) Next node is selected by transition controller of node Forward Pass
e g R e . 9 . PR
TODO > > >

% =3 ‘,ﬂ - ',,4 ety Language

4 / 4 24 ‘
— o, . 04 . 0 Loss |
( ..J | ..J | ..J 3
| N = o Next agent is selected by routing controller of node S
i ™ Task % Tools @LLM Trajectory Node; & Agent; & Action; & Envnronmen'r?

Plpelmel..jAgen‘r Frozen
:('"’EPPOmPf Node (A’ Updated

~

~

~

W
o
0O
x
o
s
o
e
=)
(<)
[=]
=
o
=
o
=
—
o
=)
(<]
=
o
o
o®
G‘t
3
[=}
Q.
o
S
-+
w0
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
L
1
(]

Optimized @ Prompt Optimizer %,
ToDO ”’

- % & Pipeline Optimizer =~ <am <&
é= it ¢ &

& Tool Optimizer

Trajectory

Zhou, Wangchunshu, et al. "Symbolic learning enables self-evolving agents." arXiv preprint arXiv:2406.18532 (2024). 121



“New" Continual Learning for LLM

* 3. Controllable Forgetting
* Machine Unlearning / Model Editing

2

Why?

Safety Alignment

Evaluation

@[ Red Teaming

£

<or

Ale

29)?

P

. . [ User Feedback
dliili.

O ——

LLM
Privacy Compliance Pipeline @ ‘ Q ‘ wg ‘ é
Data Pretrained Afgnm nt Aligned LLM
Copyright Removal Where ﬁ F ﬁ F =] f o
(o) Pre-training | |Pre-alignment| |In-alignment| |Post-alignment
Bias Mitigation
Hallitib ation Bemaval !}'9‘,’! Gradient Fine- Localization Influence
;0; Ascent tuning Informed Function
o000 v

Liu, Sijia, et al. "Rethinking machine unlearning for large language models." arXiv preprint arXiv:2402.08787 (2024).
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“New" Continual Learning for LLM

* 4. Continual Learning with History Tracking

* Time / Version Alignment

@ Temporal Table Extraction from Wikipedia

Page title: List of European Cup and UEFA Champions League finals
Section: List of finals

o E Topic: Winner of the UEFA Champions League Final

g
b a E s Barcelona  Liverpool Man‘x::iht;sler

e ® ¥ 8 ©
Wikipedia 1 1 g

Dump 2010 2015 2019 2023

I
Ll
'
'
'
'
% W Milan
1Y, =B
'
'
1
'
'

Zhao, Bowen, et al. "Set the clock: Temporal alignment of pretrained language models." arXiv preprint arXiv:2402.16797 (2024).

Column: Winners

Question: Which team is the
defending champion of UEFA
Champions League?

Column: Venue

Question: Where was the most
recent UEFA Champions League
final held?

Question: Which team is the defending
of UEFA Champions League?

>

Answers:
2023: Manchester City

2010: Inter Milan

® Answer Extraction

hich team won the latest UEFA Champions | " Train
b Similarity-Based (@@.)
20 hes B8
B R e | (SR
Y Ahswers: ... Popularity & Answer Occurrence- | Patasplit | NS E ..~
- Based Data i e
N’ (colors i iginated Wikipedia f each QA instance) >
— ® Post-processing \BB. ]
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Rethinking: Stability v.s. Plasticity

Caotastrophic Forgetting is a radical manifestation of a more general problem for
connectionist models of memory — in fact, for any model of memory — the so-called
“stability-plasticity” problem

Plasticity < ability to (automatically) adapt to a new task.
Stability « ability to (selectivelu) retain the learned skills on the old tasks.

Grossberg, S. T. "Neural principles of learning, perception, development, cognition, and motor control." Studies of mind and brain. Springer, Dordrecht
(1982).
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' MONASH
@ @ University

Q&A

Tongtong Wu, Linhao Luo, Trang Vu, Reza Haffari
https://bit.ly/ajcai24-cl4lim
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